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● Introduction [20 mins]
● Models and their capabilities for low-resource languages [70 mins] 

○ NLP models [40 mins]
○ Multimodality [25 mins]

■ Overview
● Multimodality
● Speech

○ QA [5 mins]
● Coffee break [30 mins]
● Prompting + Benchmarking Tool [60 mins]

○ Prompt Engineering [40 mins]
■ Prompting techniques
■ Cross-/multi-lingual prompting

○ Prompt and Benchmarking tools [15 mins]
○ QA: [5 mins]

● Other Related Aspects [20 mins] 
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Introduction
Low Resources Languages

- Approximately ~7,000 languages

- Majority of the internet content are in English 

- Mostly categorized as lack of 

- labeled/annotated datasets

- unlabelled datasets 

Image: DALL-E
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Introduction
Less than 

1.1%

Low Resources 

Languages

W3Techs estimated percentages of the 
various content until 21 Jan, 2024
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Introduction
Low Resources 

Languages0- The Left-Behinds (exceptionally limited resources: impossible effort to lift them up in 

the digital space)

1- The Scraping-Bys (some amount of unlabeled data)

2- The Hopefuls (small set of labeled datasets)

3- The Rising Stars (strong web presence, a thriving cultural community online)

4- The Underdogs (serious amounts of resource, a large amount of unlabeled data, 

dedicated NLP communities)

5- The Winners (dominant online presence, massive effort to develop resources and 

technologies)

The State and Fate of Linguistic Diversity and Inclusion in the NLP World (Joshi et al. ACL 2020)

Low Resources Languages: Categorization
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Introduction
Low Resources 

Languages

Low Resources Languages: Categorization

The State and Fate of Linguistic Diversity and Inclusion in the NLP World (Joshi et al. ACL 2020)

Number of languages, number of speakers, and percentage 
of total languages for each language class.

Low Resources Languages: Categorization
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Introduction
Low Resources 

Languages

Low Resources Languages: Categorization

The State and Fate of Linguistic Diversity and Inclusion in the NLP World (Joshi et al. ACL 2020)

Language Resource Distribution: The size of the gradient circle represents the number of languages in 
the class. The color spectrum VIBGYOR, represents the total speaker population size from low to high.

Low Resources Languages: Categorization
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Introduction

Languages, language codes, numbers of speakers (first and second), data ratios in the CommonCrawl corpus 
and language categories.

Low (L, > 0.01%), 
Extremely-Low (X, < 0.01%)High (H, > 1%)

ChatGPT Beyond English: Towards a Comprehensive Evaluation of Large Language Models in Multilingual Learning (Lai et al. EMNLP 2023)

Medium (M, > 0.1%)

Low Resources Languages: Categorization



2010

Bag of words
SVM, RF, Logistic 
Regression, CRF etc..

Machine learning

2013

Word Embedding
Deep Learning:
LSTM, CNN

Neural Language 
Model (2003)

Multitask 
learning for NLP 
tasks (2008)

2017

Transformer
Attention methods

2014
Sequence to 
sequence 
learning

Pretraining, 
Fine-tuning
BERT, RoBERTa, GPT, 
… 2020

GPT-3
Few-shot 
learners

2022

ChatGPT
GPT-3.5

Bloom, Palm, Llama, 

GPT-4
    Llama 2,
    Falcon, 
    Palm2

Lots of task specific data

Task-specific architectures

Small amount of task specific data Few examples

No more task-specific architectures

Feature Engineering Prompt EngineeringNetwork Architectures Engineering 

Objective Engineering

Different Era of NLP 

Large Language Model + 
Prompting
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A Survey of Large Language Models (Zhao et al. 2023)

Recent Models 



QATAR COMPUTING RESEARCH INSTITUTE

LLMs Capabilities 
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Grounded Situations 
(HellaSwag)

Standard NLP 
Tasks
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LLMs can seemingly "solve" most problems

World 
Knowledge

Common Sense 
Reasoning, Morality

Reading 
Comprehension

Misinformation, 
Factuality and Bias

Summarization

Sarcasm

Offensive

Dialect 
Identification

Natural Language 
Inference

Factuality 
(TruthfulQA)

Stereotype

Bias

MMLU 
(57 subcategories/ 
subjects)

Belebele dataset
Multilingual

Natural 
Questions

Ethics (Morality): 
Justice, well being, 
…  

Information Seeking
(SituatedQA)

Physical common 
sense (PIQA)

Elementary school 
science facts 
(OpenBookQA)

Grad-school science questions

Natural science questions

Question 
Answering

…….
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Programming:
Deep Learning 

GPT-4 vs ChatGPT at implementing a customized Pytorch optimizer module. It shows the 

astuteness of GPT-4 vs the mistake by ChatGPT at ‘applying momentum’.

LLMs Capabilities: Example

Sparks of Artificial General Intelligence: Early experiments with GPT-4 (Bubeck et al., Arxiv 2023)
14
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Asking to draw an 
image using tikz in 
Latex

LLMs Capabilities: Example

15

Sparks of Artificial General Intelligence: 
Early experiments with GPT-4 (Bubeck et 
al., Arxiv 2023)
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Data Visualization 
using Latex

LLMs Capabilities: Example

Sparks of Artificial General Intelligence: 
Early experiments with GPT-4 (Arxiv: 2023)
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Kandinsky’s 
Abstract 
painting

LLMs Capabilities: Example

Sparks of Artificial General Intelligence: 
Early experiments with GPT-4 (Arxiv: 2023)
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LLMs Capabilities: Example
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Music tone 
generator

LLMs Capabilities: Example

Sparks of Artificial General Intelligence: Early 
experiments with GPT-4 (Arxiv: 2023)
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Mathematical 
abilities

LLMs Capabilities: Example

20Sparks of Artificial General Intelligence: Early 
experiments with GPT-4 (Arxiv: 2023)
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Can LLMs seemingly "solve" most problems?

LLMs Capabilities

What about the performance?

Can LLMs achieve same performance as SOTA 
for all languages, dialects, modality, and tasks?

Do we need to build language specific LLMs? 

21
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What Could an Workflow Towards Building 
an  LLM?
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Benchmarking Studies: English
● HELM: Holistic Evaluation of Language Models
● Defines a taxonomy of tasks 
● Systematically evaluate tasks using 7 categories of metrics

○ Metrics reflect a range of societal considerations
○ Accuracy, calibration, robustness, fairness, bias, toxicity, efficiency.  

Holistic evaluation of language models (Arxiv, 2023)
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Tasks, Datasets
• 33 tasks
• 61 datasets
• 46 hours of speech
• 30 sentences for TTS

Benchmarking Studies: Arabic

Models:
• NLP: GPT-3.5, GPT-4, BloomZ 
• ASR: Whisper, USM
• TTS: Amazon Polly, QCRI TTS

24
Benchmarking Arabic AI with Large Language Models (EACL, 2024)

330+ sets of experiments
296K data points
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Benchmarking Studies: Multilingual

25
MEGA: Multilingual Evaluation of Generative AI (Ahuja et al, 2024)

MEGA evaluates models on standard NLP benchmarks, covering 16 NLP 
datasets across 70 typologically diverse languages
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● LLMs still vastly underperform on (especially low-resource) non-English 
languages

Benchmarking Studies: Multilingual

26
MEGA: Multilingual Evaluation of Generative AI (Ahuja et al, 2024)
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Benchmarking Studies: Multilingual
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A Multitask, Multilingual, Multimodal Evaluation of ChatGPT on Reasoning, Hallucination, and Interactivity (Bang et al, IJCNLP-AACL 2024)

21 datasets covering 8 different common NLP application tasks

● ChatGPT fails to generalize to low-resource and extremely low-resource 

languages (e.g., Marathi, Sundanese, and Buginese).

● ChatGPT shows more weakness in inductive reasoning than in deductive 

or abductive reasoning

● ChatGPT suffers from the hallucination problem
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37 diverse languages, characterizing high-, medium-, low-, and extremely 
low-resource languages

● ChatGPT’s zero-shot learning performance is generally worse than the 
SOTA

● The importance of task-specific models is higher 
● ChatGPT’s performance is generally better for English than for other 

languages, especially for higher-level tasks that require more complex 
reasoning abilities 

Benchmarking Studies: Multilingual

28
ChatGPT Beyond English: Towards a Comprehensive Evaluation of Large Language Models in Multilingual Learning (Bang et al, 2024)
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Thank You
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https://llm-low-resource-lang.github.io/
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