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● Introduction [20 mins]
● Models and their capabilities for low-resource languages [70 mins] 

○ NLP models [40 mins]
○ Multimodality [25 mins]

■ Overview
● Multimodality
● Speech

○ QA [5 mins]
● Coffee break [30 mins]
● Prompting + Benchmarking Tool [60 mins]

○ Prompt Engineering [40 mins]
■ Prompting techniques
■ Cross-/multi-lingual prompting

○ Prompt and Benchmarking tools [15 mins]
○ QA: [5 mins]

● Other Related Aspects [20 mins] 
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Introduction
Low Resources Languages

- Approximately ~7,000 languages

- Majority of the internet content are in English 

- Mostly categorized as lack of 

- labeled/annotated datasets

- unlabelled datasets 

Image: DALL-E



QATAR COMPUTING RESEARCH INSTITUTE 6

Introduction
Less than 

1.1%

Low Resources 

Languages

W3Techs estimated percentages of the 
various content until 21 Jan, 2024
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Introduction
Low Resources 

Languages0- The Left-Behinds (exceptionally limited resources: impossible effort to lift them up in 

the digital space)

1- The Scraping-Bys (some amount of unlabeled data)

2- The Hopefuls (small set of labeled datasets)

3- The Rising Stars (strong web presence, a thriving cultural community online)

4- The Underdogs (serious amounts of resource, a large amount of unlabeled data, 

dedicated NLP communities)

5- The Winners (dominant online presence, massive effort to develop resources and 

technologies)

The State and Fate of Linguistic Diversity and Inclusion in the NLP World (Joshi et al. ACL 2020)

Low Resources Languages: Categorization
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Introduction
Low Resources 

Languages

Low Resources Languages: Categorization

The State and Fate of Linguistic Diversity and Inclusion in the NLP World (Joshi et al. ACL 2020)

Number of languages, number of speakers, and percentage 
of total languages for each language class.

Low Resources Languages: Categorization
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Introduction
Low Resources 

Languages

Low Resources Languages: Categorization

The State and Fate of Linguistic Diversity and Inclusion in the NLP World (Joshi et al. ACL 2020)

Language Resource Distribution: The size of the gradient circle represents the number of languages in 
the class. The color spectrum VIBGYOR, represents the total speaker population size from low to high.

Low Resources Languages: Categorization
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Introduction

Languages, language codes, numbers of speakers (first and second), data ratios in the CommonCrawl corpus 
and language categories.

Low (L, > 0.01%), 
Extremely-Low (X, < 0.01%)High (H, > 1%)

ChatGPT Beyond English: Towards a Comprehensive Evaluation of Large Language Models in Multilingual Learning (Lai et al. EMNLP 2023)

Medium (M, > 0.1%)

Low Resources Languages: Categorization



2010

Bag of words
SVM, RF, Logistic 
Regression, CRF etc..

Machine learning

2013

Word Embedding
Deep Learning:
LSTM, CNN

Neural Language 
Model (2003)

Multitask 
learning for NLP 
tasks (2008)

2017

Transformer
Attention methods

2014
Sequence to 
sequence 
learning

Pretraining, 
Fine-tuning
BERT, RoBERTa, GPT, 
… 2020

GPT-3
Few-shot 
learners

2022

ChatGPT
GPT-3.5

Bloom, Palm, Llama, 

GPT-4
    Llama 2,
    Falcon, 
    Palm2

Lots of task specific data

Task-specific architectures

Small amount of task specific data Few examples

No more task-specific architectures

Feature Engineering Prompt EngineeringNetwork Architectures Engineering 

Objective Engineering

Different Era of NLP 

Large Language Model + 
Prompting



QATAR COMPUTING RESEARCH INSTITUTE
A Survey of Large Language Models (Zhao et al. 2023)

Recent Models 
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LLMs Capabilities 

13

Grounded Situations 
(HellaSwag)

Standard NLP 
Tasks

13

LLMs can seemingly "solve" most problems

World 
Knowledge

Common Sense 
Reasoning, Morality

Reading 
Comprehension

Misinformation, 
Factuality and Bias

Summarization

Sarcasm

Offensive

Dialect 
Identification

Natural Language 
Inference

Factuality 
(TruthfulQA)

Stereotype

Bias

MMLU 
(57 subcategories/ 
subjects)

Belebele dataset
Multilingual

Natural 
Questions

Ethics (Morality): 
Justice, well being, 
…  

Information Seeking
(SituatedQA)

Physical common 
sense (PIQA)

Elementary school 
science facts 
(OpenBookQA)

Grad-school science questions

Natural science questions

Question 
Answering

…….
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Programming:
Deep Learning 

GPT-4 vs ChatGPT at implementing a customized Pytorch optimizer module. It shows the 

astuteness of GPT-4 vs the mistake by ChatGPT at ‘applying momentum’.

LLMs Capabilities: Example

Sparks of Artificial General Intelligence: Early experiments with GPT-4 (Bubeck et al., Arxiv 2023)
14
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Asking to draw an 
image using tikz in 
Latex

LLMs Capabilities: Example

15

Sparks of Artificial General Intelligence: 
Early experiments with GPT-4 (Bubeck et 
al., Arxiv 2023)
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Data Visualization 
using Latex

LLMs Capabilities: Example

Sparks of Artificial General Intelligence: 
Early experiments with GPT-4 (Arxiv: 2023)

16
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Kandinsky’s 
Abstract 
painting

LLMs Capabilities: Example

Sparks of Artificial General Intelligence: 
Early experiments with GPT-4 (Arxiv: 2023)

17
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LLMs Capabilities: Example

18



QATAR COMPUTING RESEARCH INSTITUTE

Music tone 
generator

LLMs Capabilities: Example

Sparks of Artificial General Intelligence: Early 
experiments with GPT-4 (Arxiv: 2023)

19
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Mathematical 
abilities

LLMs Capabilities: Example

20Sparks of Artificial General Intelligence: Early 
experiments with GPT-4 (Arxiv: 2023)
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Can LLMs seemingly "solve" most problems?

LLMs Capabilities

What about the performance?

Can LLMs achieve same performance as SOTA 
for all languages, dialects, modality, and tasks?

Do we need to build language specific LLMs? 

21
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What Could an Workflow Towards Building 
an  LLM?

22



Benchmarking Studies: English
● HELM: Holistic Evaluation of Language Models
● Defines a taxonomy of tasks 
● Systematically evaluate tasks using 7 categories of metrics

○ Metrics reflect a range of societal considerations
○ Accuracy, calibration, robustness, fairness, bias, toxicity, efficiency.  

Holistic evaluation of language models (Arxiv, 2023)
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Tasks, Datasets
• 33 tasks
• 61 datasets
• 46 hours of speech
• 30 sentences for TTS

Benchmarking Studies: Arabic

Models:
• NLP: GPT-3.5, GPT-4, BloomZ 
• ASR: Whisper, USM
• TTS: Amazon Polly, QCRI TTS

24
Benchmarking Arabic AI with Large Language Models (EACL, 2024)

330+ sets of experiments
296K data points
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Benchmarking Studies: Multilingual

25
MEGA: Multilingual Evaluation of Generative AI (Ahuja et al, 2024)

MEGA evaluates models on standard NLP benchmarks, covering 16 NLP 
datasets across 70 typologically diverse languages
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● LLMs still vastly underperform on (especially low-resource) non-English 
languages

Benchmarking Studies: Multilingual

26
MEGA: Multilingual Evaluation of Generative AI (Ahuja et al, 2024)
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Benchmarking Studies: Multilingual

27
A Multitask, Multilingual, Multimodal Evaluation of ChatGPT on Reasoning, Hallucination, and Interactivity (Bang et al, IJCNLP-AACL 2024)

21 datasets covering 8 different common NLP application tasks

● ChatGPT fails to generalize to low-resource and extremely low-resource 

languages (e.g., Marathi, Sundanese, and Buginese).

● ChatGPT shows more weakness in inductive reasoning than in deductive 

or abductive reasoning

● ChatGPT suffers from the hallucination problem
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37 diverse languages, characterizing high-, medium-, low-, and extremely 
low-resource languages

● ChatGPT’s zero-shot learning performance is generally worse than the 
SOTA

● The importance of task-specific models is higher 
● ChatGPT’s performance is generally better for English than for other 

languages, especially for higher-level tasks that require more complex 
reasoning abilities 

Benchmarking Studies: Multilingual

28
ChatGPT Beyond English: Towards a Comprehensive Evaluation of Large Language Models in Multilingual Learning (Bang et al, 2024)
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Models and their 
Capabilities for 
Low-Resource 
Languages

29
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LLMs for Text Input

30
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Pretraining

31
Source: https://undefined.photos/photo-gallery/a-sentence-that-has-the-word-predict-in-it 

https://undefined.photos/photo-gallery/a-sentence-that-has-the-word-predict-in-it


QATAR COMPUTING RESEARCH INSTITUTE

Instruction Tuning

32
Source: https://lightning.ai/pages/community/finetuning-falcon-efficiently/ 

https://lightning.ai/pages/community/finetuning-falcon-efficiently/
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Instruction Tuning

33
Source: https://datasciencedojo.com/blog/fine-tuning-llms 

https://datasciencedojo.com/blog/fine-tuning-llms
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Different Scenarios

34
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Multilingual LLMs
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https://medium.com/grabngoinfo/how-to-access-llama-2-free-generative
-ai-llm-alternative-to-chatgpt-api-359569b27c3a 

https://medium.com/grabngoinfo/how-to-access-llama-2-free-generative-ai-llm-alternative-to-chatgpt-api-359569b27c3a
https://medium.com/grabngoinfo/how-to-access-llama-2-free-generative-ai-llm-alternative-to-chatgpt-api-359569b27c3a
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LLM Training Pipeline

36
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BLOOM

● From BigScience consortium

● Model family: 560m, 1.7B, 3B, 7B, 176B

● Instruction-tuned: BLOOMZ using xP3

● Training data (ROOTS corpus)

○ 498 Hugging Face datasets

○ 46 languages

○ 13 programming languages 

○ 350B tokens

○ 250K vocabulary size tokenizer https://huggingface.co/bigscience/bloom-7b1 

37

https://huggingface.co/bigscience/bloom-7b1
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BLOOM
● BLOOM-176B performance in English is not at 

expectation but smaller version could 

● It can be useful for low resource language

○ 60% of its data in non-English

○ example of fine-tuned bloom-7b: 

phoenix-chat-7b

38
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BLOOM

https://huggingface.co/spaces/uonlp/open_multilingual_llm_leaderboard 39

https://huggingface.co/spaces/uonlp/open_multilingual_llm_leaderboard
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PolyLM

● Trained on 638B tokens in two sizes 1.7B and 
13B

● Tokenizer: vocabulary size is 256K
○ Reduced bias towards high resource 

language by increasing vocab size of LRL

Polylm: An open source polyglot large language model (Wei,  et al., 2024)
40
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PolyLM

● Curriculum Learning: 
○ Increased non-English data 30% to 60%

● Bilingual data into training data;

41
Polylm: An open source polyglot large language model (Wei,  et al., 2024)
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PolyLM

Polylm: An open source polyglot large language model (Wei,  et al., 2024)
42
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PolyLM

Polylm: An open source polyglot large language model (Wei,  et al., 2024)
43
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SeaLLM
● SeaLLMs - Large Language Models for Southeast Asia: 

○ Thai, Vietnamese, Indonesian, Chinese, Khmer, Lao, Malay, Burmese, 

and Tagalog

● Base model: Llama-2-13B

● Extended vocabulary: 16K

https://github.com/DAMO-NLP-SG/SeaLLMs 

SeaLLMs--Large Language Models for Southeast Asia. (Nguyen, Xuan-Phi, et al. 2023).
44

https://github.com/DAMO-NLP-SG/SeaLLMs
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SeaLLM
● Vocabulary expansion

○ Exhaustive Merge
○ Pruning low frequency

● Pretraining
○ Different languages into a single training sequence
○ high-quality documents for each language -> lower quality 

->  high-quality
● Pre-training and SFT Hybrid

○ pre-training corpus, labeled data from traditional NLP 
tasks, and significant quantities of open-source 
instruction-following data

● SFT
○ native-language data, selective translation, self-instruction

45
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SeaLLM

46
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SeaLLM

47
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Colossal-LLaMA-2-7B 
● Continual pre-training of 8.5 billion tokens over a duration of 15 hours 

with 64 A800 GPUs (<$1,000)

● Vocabulary size: 32,000 to 69,104

● High quality data

48
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Colossal-LLaMA-2-7B 

49

Model Backbone Tokens 
Consumed

MMLU 
(5-shot)

CMMLU 
(5-shot)

AGIEval 
(5-shot)

GAOKAO 
(0-shot)

CEval (5-shot)

Baichuan-7B - 1.2T 42.32 44.53 38.72 36.74 42.8

ChatGLM2-6B - 1.4T 44.74 49.40 (-) 46.36 45.49 51.7

Qwen-7B - 2.2T 54.29 56.03 52.47 56.42 59.6

Llama-2-7B - 2.0T 44.47 32.97 (-) 32.6 25.46 -

Linly-AI/Chinese-LLaMA-2-7B-h
f

Llama-2-7B 1.0T 37.43 29.92 32 27.57 -

FlagAlpha/Atom-7B Llama-2-7B 0.1T 49.96 41.1 39.83 33 -

IDEA-CCNL/Ziya-LLaMA-13B-v
1.1

Llama-13B 0.11T 50.25 40.99 40.04 30.54 -

Colossal-LLaMA-2-7b-base Llama-2-7B 0.0085T 53.06 49.89 51.48 58.82 50.2

Colossal-LLaMA-2-13b-base Llama-2-13B 0.025T 56.42 61.8 54.69 69.53 60.3

https://github.com/hpcaitech/ColossalAI 

https://github.com/hpcaitech/ColossalAI
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Aya

● Instruction-tuned mT5 (13B)

● 101 languages of which over 50% 

are considered as lower-resourced

● 250k vocabulary size

● Evaluation suites for 99 languages

● Instruction datasets are open 

sourced

50
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Aya

51



52

Aya

52
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Pre-training Data

53

https://www.datacamp.com/tutorial/fine-tuning-llama-2 

https://www.datacamp.com/tutorial/fine-tuning-llama-2
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Multi-Source Corpora

54
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Pretraining Datasets

● Multilingual datasets

○ Common Crawl, mC4, OSCAR, CulturaX

● Creating own dataset using data preparation pipelines

○ RedPajama

○ Dolma

● Machine translation for data augmentation 

55
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Common Crawl
● Open repository of web crawl data

● Petabytes of data, regularly collected 

since 2008

○ 250 billion pages over 17 years

○ 3-5 billion new pages added each 

month

○ In June 2023, 3 billion web pages 

and ~400 TB of uncompressed data.  

https://commoncrawl.github.io/cc-crawl-statistics/plots/languages 

https://commoncrawl.org/ 

56

https://commoncrawl.github.io/cc-crawl-statistics/plots/languages
https://commoncrawl.org/
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OSCAR
● Open Super-large Crawled Aggregated coRpus

● 151 different languages (12GB multilingual corpus)

● It has been used to train known models, e.g., BART

● Moved from line-oriented to documented-oriented

● Added Annotations:

○ Length-based

○ Noise detection (ratio letters/non-letters, unicode categories)

○ Adult content

https://oscar-project.org/ 

57

https://oscar-project.org/
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OSCAR https://oscar-project.org/ 

Annotation count

Towards a cleaner document-oriented multilingual crawled corpus (Julien,  et al., 2022)
58

https://oscar-project.org/
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mC4: Multilingual C4
● Multilingual Colossal, Cleaned version of Common Crawl's web crawl 

corpus

● mC4 has been used to train Google’s mT5 model

● 2.7T tokens English, 3.6T tokens multilingual

● Language identification using CLD3

https://huggingface.co/datasets/mc4 

59
mT5: A massively multilingual pre-trained text-to-text transformer (Xue,  et al., 2020)

https://huggingface.co/datasets/mc4
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CulturaX
● Combines: mC4 and OSCAR

○ 6.3B tokens

○ 167 languages

● Extensive cleaning and deduplication

○ Language Identification: FastText identification on mC4

○ URL-based Filtering 

○ Metric-based Cleaning: 

■ MinHash &URL-based Deduplication

60
Culturax: A cleaned, enormous, and multilingual dataset for large language models in 167 languages. (Nguyen et al., 2023)
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RedPajama 

● Open source dataset with two versions

● English-centric dataset

● Llama dataset clone 

○ same performance over 20 benchmarking datasets

61
https://github.com/togethercomputer/RedPajama-Data  

Task/Metric GPT-J 6B LLaMA 7B LLaMA 13B OpenLLaMA 
3Bv2

OpenLLaMA 
7Bv2

OpenLLaMA 
3B

OpenLLaMA 
7B

OpenLLaMA 
13B

Average 0.52 0.55 0.57 0.53 0.56 0.53 0.55 0.57

https://github.com/togethercomputer/RedPajama-Data


62

RedPajama V2 

● 84 CommonCrawl snapshots

● Processed using the CCNet pipeline

● Quality Signals (>40 quality signals)

● Deduplication

● Open source pipeline

● Interesting direction: 

○ multilingual RedPajama

https://github.com/togethercomputer/RedPajama-Data  
62

https://github.com/togethercomputer/RedPajama-Data
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Dolma

63
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Dolma

64Dolma: an Open Corpus of Three Trillion Tokens for Language Model Pretraining Research, L. Soldaini et al , 2024
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Dolma

65

Quality filtering

Content filtering
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Data Augmentation

66
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NLLB

● 200 languages

● Sparsely Gated Mixture of Experts 

● Trained on data tailored for low-resource languages

● 44% BLEU relative to the previous state-of-the-art

● Variants: distilled-600M, 1.3B, distilled-1.3B,3.3B, moe-54B 
67
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MADLAD

● MADLAD-400 is a multilingual machine translation 

model based on the T5 architecture 

● Trained on 250 billion tokens covering over 450 

languages using publicly available data. 

● MADLAD variants: 3B, 7B and 10B

68
Madlad-400: A multilingual and document-level large audited dataset (Kudugunta et al., 2024)
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Limitations of Data Augmentation

● Accuracy of Machine Translation varies by content

● Risks of distortion of the semantic using Machine Translation

● Could carry model bias into augmented data

● Copyright restriction on LLM generated data

69
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Instruction-Tuning 
Data

70

https://www.datacamp.com/tutorial/fine-tuning-llama-2 

https://www.datacamp.com/tutorial/fine-tuning-llama-2
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Instruction-Tuning Datasets
● Bactrian-X:

○  3.4M pairs of instructions and responses in 52 languages
○ alpaca-52k, and dolly-15k translated into 52 languages using gpt-3.5-turbo

● MBZUAI/bactrian-x-llama-7b-lora
● MBZUAI/bactrian-x-llama-13b-lora
● MBZUAI/bactrian-x-bloom-7b1-lora

https://huggingface.co/MBZUAI/bactrian-x-llama-7b-lora
https://huggingface.co/MBZUAI/bactrian-x-llama-13b-lora
https://huggingface.co/MBZUAI/bactrian-x-bloom-7b1-lora
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Instruction Tuning Datasets
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Aya Dataset
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Aya Collection
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Aya Annotation Platform

75
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Aya Annotation Platform
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Multimodal 
LLMs

77
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Why we need multimodal?

• Real World Environment inherently multimodal

• Utilization of Diverse channel: speech, sound, vision, touch among 

others for better knowledge acquisition

78
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Why we need multimodal?
• The high-quality representation present in pretrained (uni)modal 

Foundation models

• The cognitive power of LLMs

• To empower various MM tasks

Harness the power of Multimodal LLMs for better understanding, 

reasoning and generation capabilities!
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Capabilities and Modalities

MM-LLMs: Recent advances in multimodal large language models (Zhang, Duzhen, et al. arXiv 2024)

● Image + Text → Text

● Video + Text → Text

● Audio/Speech + Text → 
Text

● 3D + Text → Text

● Many → Text

Understanding

● Image + Text → Image + Text

● Speech/Audio + Text → 
Speech/Audio + Text

● Many → Image + Text

● Many → Many

Generation

Core tasks MMLLMs focus on are:
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Why we need multimodal?
• Multimodal LLMs (MMLLMs) harness 

- The high-quality representation present in pretrained unimodal Foundation models

- The cognitive power of LLMs

- To empower various MM tasks

• Core Challenge: How to connect the LLM with other modalities for 

understanding and generation capabilities?

Refining Alignment between different Modalities and the Text-LLMs!
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Overview of MMLLMs
2024
Jan. ~ March

MM-LLMs: Recent advances in multimodal large language models (Zhang, Duzhen, et al. arXiv 2024)

DeepSeek-VL,  ASMv2,
AnyGPT, VisLingInstruct, 
ViGoR, SPHINX-X, CogCoM, 
Video-LaVIT, VLGuard, 
LLaVA-NeXT, MoE-LLaVA
LLaVA-MoLE, 
InternLM-XComposer2
WebVoyager, Yi-VL, Vary-toy, 
KAM-CoT, RPG, MLLM-Tool, 
SkyEyeGPT, MM-Interleaved,
DiffusionGPT, α-UMi, 
ModaVerse, GroundingGPT, ..
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Research on MMLLMs

MM-LLMs: Recent advances in multimodal large language models (Zhang, Duzhen, et al. arXiv 2024)

Understanding Generation

Popular: Visual Modality
Major Target Language: English
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Gemini: a family of highly capable multimodal models. (Team, Gemini, et al., arXiv 2023)
ChatGPT can now see, hear, and speak  (https://openai.com/blog/chatgpt-can-now-see-hear-and-speak)
The dawn of LLMs: Preliminary explorations with gpt-4v(ision). (Yang, Zhengyuan, et al. arXiv 2023)

● Gemini Family

○ Image, Speech, Video, Text understanding → Outputs: Text and Image 

○ Ultra: State-of-the-art performance in wide variety of complex tasks (e.g. 
reasoning) and multimodal tasks.

○ Pro: Enhanced for performance and deployability at scale. 

○ Nano (1.8B and 3.25B): on-device application

● ChatGPT/GPT-4V

○ Image, Speech, Text understanding → Outputs: Text, Image, Speech

○ Speech: Whisper Model (transcription) [Closed Information]

Examples MMLLMs 

https://openai.com/blog/chatgpt-can-now-see-hear-and-speak
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● MM1 Family 

○ Image, Text understanding 

○ 3B, 7B to 30B, 3BX64 to 7BX32 MOE

○ Multi-image reasoning capability

● NextGPT

○ Any-to-Any Modality, Semantic 
understanding and reasoning 

○ Text, Images, Videos, and Audios

○ LLM Vicuna (7B) [LoRA 33M]

MM1: Methods, Analysis & Insights from Multimodal LLM Pre-training. (McKinzie, Brandon, et al. arXiv 2024)
Next-gpt: Any-to-any multimodal llm (WU, Shengqiong, et al. arXiv 2023)

Examples MMLLMs 

Visual Language
 Connector
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● AnyGPT

○ Any-to-Any Modality 

○ Discrete Tokens representation

○ LLM LLaMA-2 7B 

● SpeechGPT

○ Speech/Text → Speech/Text

○ Discrete Tokens representation

○ Spoken dialogue following ability

Examples MMLLMs 

AnyGPT: Unified Multimodal LLM with Discrete Sequence Modeling. (Zhan, Jun, et al. arXiv 2024)
SpeechGpt: Empowering large language models with intrinsic cross-modal conversational abilities. (Zhang, Dong, et al. arXiv 2023)
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MMLLMs Architectures

Most widely adapted MMLLMs Model Architectures:

★ Modality Encoder
★ LLM as Backbone
★ Modality Generator

Representation Learning → Continuous modality 
representation or Discrete token representation
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MMLLM Architectures: Continuous Representation

MM-LLMs: Recent advances in multimodal large language models (Zhang, Duzhen, et al. arXiv 2024)

Modality 
Encoders

:
:

Modality 
Generators

Input 
projectors

LLM

����
��

Speech/Audio 
Encoder

Video 
Encoder

Image 
Encoder

:
:

Speech/Audio 
Projection

Video 
Projection

Image 
Projection

:
:

Output 
projectors

Speech/Audio  
Output 

Projection

Video Output 
Projection

Image Output 
Projection

:
:

Speech/Audio 
Diffusion/
Synthesis/

Recognition

Video 
Diffusion

Image 
Diffusion

:
:

:
:

�� ��

LLM-backed 
Semantic 

Understanding

  
General Overview 
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Multimodal Alignment: Next-GPT
Continuous Representation

Next-gpt: Any-to-any multimodal llm (WU, Shengqiong, et al. arXiv 2023)

LLM-centric 
Alignment

Instruction-following  
Alignment

compared with 
Gold Annotation

Align Diffusion models with 
LLMs’ output –Expensive :(

Diffusion model solely 
conditioned on text input
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Multimodal Instruction Tuning: Next-GPT
Continuous Representation

Next-gpt: Any-to-any multimodal llm (WU, Shengqiong, et al. arXiv 2023)

Modality-switching Instruction Tuning

But can the model understand and follow instruction?? 



Convert continuous representation to discrete tokens of fixed vocabulary size. 

MMLLMs: Discrete Representation

AnyGPT: Unified Multimodal LLM with Discrete Sequence Modeling. (Zhan, Jun, et al. arXiv 2024)
Gemini: a family of highly capable multimodal models. (Team, Gemini, et al., arXiv 2023)
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Interleaved Tokens

MLLM
● AnyGPT

● Gemini
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Transformers

Text Decoder

Image 
Decoder

A

Sequence of interleaved 
Tokens

MMLLM Architectures: Gemini (closed)
Discrete Representation

Gemini: a family of highly capable multimodal models. (Team, Gemini, et al., arXiv 2023)
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A
Transformers

Text Decoder

Image 
Decoder

Sequence of interleaved 
Tokens

Speech

A

Universal Speech Model (USM) 
Features to Speech tokens

Flamingo, CoCa, PaLI  
Discrete Image tokens

Gemini: a family of highly capable multimodal models. (Team, Gemini, et al., arXiv 2023)

MMLLM Architectures: Gemini 
Discrete Representation
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AnyGPT: Unified Multimodal LLM with Discrete Sequence Modeling. (Zhan, Jun, et al. arXiv 2024)

MMLLM Architectures: AnyGPT 
Discrete Representation

Speech Modality as an example!
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Modality-based Tokenizers (e.g. Speech)

SpeechTokenizer: Unified Speech Tokenizer for Speech Language Models. (Zhang, Xin, et al. 2024)

Semantic Accurate Content 😃
Speech Generation 😃

Multi-stage modeling → Complex ☹ 
Error accumulation ☹

Slower processing speed ☹
Information redundancy ☹

Semantic + Acoustic

<

Neural audio codecs, 
Reconstruction as training objective, 
Residual vector quantization (RVQ) 
with hierarchical quantizers for 
discretization. Matrices consisting of 
two dimensions: timesteps and 
quantizers. (Zeghidour et al., 2021; Défossez 
et al., 2022)

Semantic Accurate Content ☹
Speech Generation 😃

Acoustic Tokens

SSL pretrained model, Masked 
Language modeling as training 
objectives and discretized with 
k-mean clustering (Hsu et al., 2021; 

Baevski et al., 2020; Chung et al., 2021)

Semantic Accurate Content 😃
Speech Generation ☹

Semantic Tokens
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Modality-based Tokenizers (e.g. Speech)

SpeechTokenizer: Unified Speech Tokenizer for Speech Language Models. (Zhang, Xin, et al. 2024)
High fidelity neural audio compression. (Défossez, Alexandre, et al. arXiv 2022)

Information disentanglement in the RVQ 

structure of acoustic tokens. First RVQ 

quantizer capture semantic tokens. 

Subsequent quantizers (VQ2-VQ8) 

complement the remaining 

acoustic/paralinguistic information.

Semantic Teacher

Decoder

Unified Tokens

Speech Reconstruction Result

Content Quality Speech Quality

Human acceptability
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MMLLM Architectures: AnyGPT 

Modality Tokenizer

Modality X

Discrete Token of size V (X)

1. V (Text) U V (X)
2. Initialize V (X) 

embedding randomly.
3. Trained with  Next 

token Prediction

LLaMA-2 (7B)

Embedding Space

Projection Layer

Modality Generator

AnyGPT: Unified Multimodal LLM with Discrete Sequence Modeling. (Zhan, Jun, et al. arXiv 2024)

SpeechTokenizer SEED tokenizer Encodec

SoundStorm
NAR, MLM objective

1. LLM content 
(semantic) to X 
modality content

2. De-Tokenizer 
(Decoder)
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Modality Encoders
Vi

su
al

 M
od

al
ity • NFNet-F6

• ViT
• CLIP ViT
• Eva-CLIP 

ViT

Sp
ee

ch
/A

ud
io • HuBERT

• MMS
• Whisper
• USM (close)
• Wav2Vec2
• BEATs
• C-Former U

ni
fie

d 
(a

ny
2a

ny
) • ImageBind

• Image
• Video
• Text
• Audio
• Heatmap
• ...

Multilingual Capabilities!

MM-LLMs: Recent advances in multimodal large language models (Zhang, Duzhen, et al. arXiv 2024)
ML-SUPERB: Multilingual speech universal performance benchmark (Shi, Jiatong, et al. arXiv 2023)

Essence of adding MM in LLMs: Insert modality knowledge effectively



99

Modality Encoders: Whisper

Transformer 
Encoder Block1

Transformer 
Encoder Block2

Transformer 
Encoder BlockN

Transformer 
Decoder Block1

Transformer 
Decoder Block2

Transformer 
Decoder BlockX

C
ro

ss
 a

tte
nt

io
n

● Multitask training (680K hours)

○ Speech transcription (multilingual), Speech translation 

(X → En) and Language Identification

Robust speech recognition via large-scale weak supervision.(Radford, Alec, et al. ICML 2023)

Amount of pretraining data is very 
much predictive for zero-shot ASR 

performance.

Moderate predictive for zero-shot 
Translation performance.
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Modality Encoders: USM
● Universal Speech Model (USM)

○ Speech: 12M hours for 300 languages YT 

unlabeled data, 429k hours, 51 

languages, unlabeled public datasets

○ Text: 2B sentences, 1140 languages

Google usm: Scaling automatic speech recognition beyond 100 languages. (Zhang, Yu, et al. arXiv 2023)

○ Paired Data (Speech, Text): 

■ 100k hours, ~100 languages

■ 100k hours en-US pseudo-labeled 

■ 10k hours multi-domain en public data 

Pretraining
Continue Pretraining with multiple 

supervised objectives Finetune
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Whisper vs USM

Google usm: Scaling automatic speech recognition beyond 100 languages. (Zhang, Yu, et al. arXiv 2023)

Overall performance comparison: ASR Tasks 
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Whisper vs USM

LAraBench: Benchmarking Arabic AI with Large Language Models. (Abdelali, Ahmed, et al. EACL 2024)

Low-resource Setting: Standard Arabic vs Dialects and Domain (ASR)

Whisper models: W

Standard Arabic → High-resource

EGY dialectal Arabic → Mid-resource

MOR dialectal Arabic → Low-resource

Bilingual (EN, AR) 
Conformer ASR
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MLLM (Gemini) vs Whisper and USM

Gemini: a family of highly capable multimodal models. (Team, Gemini, et al., arXiv 2023)

MM + LLMs improve results over Foundation Models?

Significant Improvement
wrt FM in multilingual space
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Modality Generator

Vi
su

al
 M

od
al

ity • StableDiffusion 
(Image) (Rombach et al., 2022)

• Zeroscope 
(Video) (Cerspense et al., 2023)

Sp
ee

ch
/A

ud
io • AudioLDM

• AudioLDM2 
(speech, 
music, sound 
effect) (Liu et al., 2023 a, Liu et 
al., 2023 b )

• VALL-E

MM-LLMs: Recent advances in multimodal large language models (Zhang, Duzhen, et al. arXiv 2024)

Latent Diffusion Models (LDMs)
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Sample Pretraining Datasets
● Speech, Speech-Text

○ GigaSpeech, AMI, Tedlium, Multilingual Librispeech (m), 
CommonVoice (m), QASR (dialectal Ar), AISHELL (Chinese), 
CSJ (Japanese), Microsoft Speech Corpus (Indian Languages) 
among many others

● Music, Music-Text

○ Youtube-Music-1M, MusicGen-Synthesis 

● Image, Image-Text

○ LAION-COCO, MMC4-core-ff, JourneyDB (synthetic data - 
Midjourney), LAION-2B, LAION-Aesthetics ..

Translation for 
Low-resource languages!
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Instruction Data
● AnyInstruct Dataset

○ Generate text-based conversation with added multimodal element

○ Use the modality description for Text to Modality generation

AnyGPT: Unified Multimodal LLM with Discrete Sequence Modeling. (Zhan, Jun, et al. arXiv 2024)

Challenge
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Instruction Data
● Modality-switching Instruction (MosIT) Dataset

○ Modalities: Image, Audio, Video, Text

○ Supports complex cross-modal understanding, reasoning along with multimodal 
content generation.

○ Role Design: Human and Machine for various scenarios [more than 100 topics] 
→ GPT4 generate conversations (Multi-turn: 3-7 turns, interleaved with different 
modalities) (Automatic)

○ For multimodal, best matched content is added from external resources (Manual, 
Automatic)

Next-gpt: Any-to-any multimodal llm (WU, Shengqiong, et al. arXiv 2023)

Challenge
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Instruction Data
● SpeechInstruct Dataset

○ Speech-Text cross-modal dataset

○ Cross-Modal Instruction

■ Discrete Unit - Text Paired data 
collection

■ Task description generation

■ Instruction Formatting 
(<task_description, <units>, 
<transcription>)

○ Chain-of-Modality Instruction

■ Speech instruction generation

■ Instruction formatting

SpeechGpt: Empowering large language models with intrinsic cross-modal conversational abilities. (Zhang, Dong, et al. arXiv 2023)

Challenge

mHuBERT

Task 
description

Convert Text 
instruction to 
sound units

SpeechI, TextI, TextR, SpeechR
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Some Resource
● Surveys

○ MM-LLMs: Recent advances in multimodal large language models 

(Zhang, Duzhen, et al. arXiv 2024)

○ Large Multimodal Agents: A Survey. (Xie, Junlin, et al. arXiv 2024)

○ Multimodal large language models: A survey. (Wu, Jiayang, et al. 

BigData 2023)

○ A survey on multimodal large language models.(Yin, Shukang, et al. 

arXiv 2023)

● https://mm-llms.github.io
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QA
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QATAR COMPUTING RESEARCH INSTITUTE

Coffee Break
15:30 - 16:00 located outside the meeting room
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Prompting and 
Benchmarking 
Resources 
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Prompt 
Engineering
 

113

● Prompt Engineering
● Prompting techniques
● Cross-/multi-lingual 

prompting
● In-Context/Few-shot 

Learning



What is a “Prompt”?

114

An instruction given to LLM to guide it on how to perform a user task

Instructions
Definitions

Background information
Questions
Examples

Images

https://arxiv.org/pdf/2307.12980.pdf

114



What is Prompt Engineering? 

115

An iterative process of 
developing and optimizing 
prompts to efficiently use 
LLMs for a variety of tasks

https://cobusgreyling.medium.com/12-prompt-engineering-techniques-644481c857aa



Prompt Templates

116

A prompt is converted into a template with key and values replaced with 
placeholders. The placeholders are replaced with application values/variables 
at runtime.

https://link.medium.com/phuemMDlPHb
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Types of Prompts
Role-based Prompts

Chain-of-Thought (CoT)

Tree of Thoughts (ToT)

Graph of Thoughts (GoT)

Cross-Lingual-Thought Prompting

Cross-Lingual Tree of Thoughts

117

Iterative Prompting



Role Based Prompts

Aim: “set the tone of the 
conversation” 

⇒ Model’s responses more 
relevant & increases the 
accuracy.

118

How: Specify the role the 
model should play. https://www.linkedin.com/pulse/role-prompting-aris-ihwan/



Chain-of-Thought (CoT) Prompts 

119

Aim: Improve the ability of LLM to perform complex reasoning

⇒ Instruct the model to “think” in smaller steps.

Provide LLM with examples with a series of 
intermediate natural language reasoning 

steps that lead to final output

Ask model to “think step by step” without 
providing examples

(Kojima et al., 2022)(Wei et al., 2022)

Chain-of-Thought Prompting Elicits Reasoning in Large Language Models (Wei et al., arXiv 2022)
Large Language Models are Zero-Shot Reasoners (Kojima et al., arXiv 2022)



Tree of Thoughts (ToT) Prompts 

120

Aim: Improve the ability of LLM in 
deliberate decision making by considering 
multiple different reasoning paths

⇒ Model generates and evaluate 
thoughts, and search algorithms used to 
explore thoughts with lookahead and 
backtracking.

Tree of Thoughts: Deliberate Problem Solving with Large Language Models (Yao et al., NeurIPS 2023)



Tree of Thoughts (ToT) Prompts 

121

ToT for a game of 24 where the goal is to use 4 numbers and basic arithmetic 
operations (+-*/) to obtain 24.

Tree of Thoughts: Deliberate Problem Solving with Large Language Models (Yao et al., NeurIPS 2023)



Graph of Thoughts (GoT) Prompts 

122

Aim: Solve complex problems by modeling 
them as a Graph of Operations (GoO), which 
is automatically executed with an LLM as the 
engine

Graph of Thoughts: Solving Elaborate Problems with Large Language Models (Besta et al., arXiv 2024)



Graph of Thoughts (GoT) Prompts 

123
Graph of Thoughts: Solving Elaborate Problems with Large Language Models (Besta et al., arXiv 2024)



Cross-Lingual-Thought Prompting

124

Aim: Improve the ability of LLM in  
performing tasks for multilingual inputs. 

⇒ Create a prompt that uses both CoT 
(step-by-step) and asks the model to 
translate the input instruction/sample 
to English.

Not All Languages Are Created Equal in LLMs: Improving Multilingual Capability by Cross-Lingual-Thought Prompting (Huang et al., EMNLP 
2023)



Cross-Lingual-Thought Prompting

125
Not All Languages Are Created Equal in LLMs: Improving Multilingual Capability by Cross-Lingual-Thought Prompting (Huang et al., EMNLP 
2023)



Cross-Lingual CoT Prompting

126
Cross-lingual Prompting: Improving Zero-shot Chain-of-Thought Reasoning across Languages (Qin et al., EMNLP 2023)



Cross-Lingual CoT Prompting

127

Accuracy across 
languages in 
two tasks: XNLI 
and PAWS-X

Cross-lingual Prompting: Improving Zero-shot Chain-of-Thought Reasoning across Languages (Qin et al., EMNLP 2023)



Cross-lingual ToT (Cross-ToT) Prompts 

128

Aim: Improve the 
ability of LLM in 
deliberate decision 
making across 
languages by 
considering multilingual 
reasoning paths.

⇒ Use ToT style 
prompting to ask the 
LLM to deliver the 
reasoning process in 
different languages 
that, step-by-step, 
converge to a single 
final solution

Empowering Multi-step Reasoning across Languages via Tree-of-Thoughts (Ranaldi and Zanzotto, arXiv 2023)



Cross-lingual ToT Prompts 
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Empowering Multi-step Reasoning across Languages via Tree-of-Thoughts (Ranaldi and Zanzotto, arXiv 2023)



Comparing Prompting Techniques

130
Graph of Thoughts: Solving Elaborate Problems with Large Language Models (Besta et al., arXiv 2024)



Iterative Prompting 

131

Aim: Improve LLM performance by iteratively prompting it to refine its 
previous responses.

SELF-REFINE: Iterative Refinement with Self-Feedback (Madaan et al., NeurIPS 2023)



Iterative Prompting 

132

Self-refine technique:  Prompt the same LLM iteratively with three prompts 
(for initial generation, feedback on generation, and refinement)

SELF-REFINE: Iterative Refinement with Self-Feedback (Madaan et al., NeurIPS 2023)



Iterative Prompting 

133
SELF-REFINE: Iterative Refinement with Self-Feedback (Madaan et al., NeurIPS 2023)



Automated Prompt Engineering

● Prompt Mining

○ Scrape a large text corpus (e.g., Wikipedia) for strings containing x and y, and finds 
either the middle words or dependency paths between the inputs and outputs.

● Prompt Paraphrasing

○ Take a seed prompt and paraphrase it into candidate prompts, then select the one that 
achieves the highest accuracy on the target task.

● Prompt Generation

○ Generate instruction candidates through an LLM for a task given output examples and 
select the most appropriate instruction based on computed evaluation scores.

134
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Zero- vs. Few-shot Prompts

136

Classify the following sentence by the sentiment it expresses given these 
sentiments: Positive, Negative, Neutral, or Mixed.

Sentence: perfectly executed and wonderfully sympathetic characters
Sentiment:

Classify the following sentence by the sentiment it expresses given these sentiments: 
Positive, Negative, Neutral, or Mixed. Here are some examples:

Sentence: a host of splendid performances
Sentiment: Positive

Sentence: felt trapped and with no obvious escape
Sentiment: Negative

Sentence: perfectly executed and wonderfully sympathetic characters
Sentiment: 136



Why?

137
137

● Improved performance over zero-shot

● Smaller task-specific dataset 
required (vs. fine-tuning)

(Brown et al., 2020) 

● Model isn’t updated, only pass the 
examples at inference time

Language models are few-shot learners (Brown et al., arXiv 2020)



How Many Examples? 

138
138

● Great range of values: [1,2,3,...,48,...]

● Tune as hyperparameter on development 
set

● Consider document/example length:

○ LLMs have a fixed context window 
(e.g. GPT-3.5 allows 4,097 tokens 
as input)

(Abdelali et al., 2024)

LAraBench: Benchmarking Arabic AI with Large Language Models (Abdelali et al. EACL, 2024)



Sampling

● Uniform class distribution

● Randomly 
⇒ Might lead to skewed label 
distribution

Semantic Similarity

Retrieve Similar 
Examples

Training Set

Input 
Sample

Selected 
Examples

● Cosine similarity

● Word overlap

● Maximal marginal relevance

Manual

● Select some examples 
manually

139

Which Examples?
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Retrieval-Augmented Generation (RAG)

Retrieval-Augmented Generation for Large Language Models: A Survey (Gao et al. arXiv, 2024)

Aim: Provide 
additional context 
for the LLM, leading 
to improved factual 
accuracy and 
coherence in its 
output.

140
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Context for Tasks on Images

From Images to Textual Prompts: Zero-shot Visual Question Answering with Frozen Large Language Models (Guo et al. CVPR, 2023)
141
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Mono-/Cross- Language Prompting

- Monolingual Prompting: Few shot examples +  test sample in same language. 

- Zero-Shot Cross-Lingual: Few shot English examples + test sample in different language.

- Translate-Test: Few shot English examples + test sample translated to English.

MEGA: Multilingual Evaluation of Generative AI (Ahuja et al. arXiv, 2023)
142
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Mono-/Cross- Language Prompting

Classify the 'sentence' as subjective or 
objective. Provide only label.
sentence: “والصحیح ھو أن السید أحمد منصور لھ 
”.مواقف ضد الفكر السلفي
label:

صنف "الجملة" إلى لاموضوعیة أو موضوعیة.
الجملة: "والصحیح ھو أن السید أحمد منصور لھ مواقف ضد 

الفكر السلفي."
التصنیف: 

LAraBench: Benchmarking Arabic AI with Large Language Models (Abdelali et al. EACL, 2024)
143
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Prompting and Benchmarking Tools 

145

● Prompt Source (Bach et al. 2022)

● LLMeBench (Dalvi et al., 2023)

● lm-evaluation-harness (Gao et al., 2023)

● Open ICL (Wu et al., 2023)

● Prompt Bench (Zhu et al., 2023)



Prompt Source

“a system for creating, sharing, and using natural language prompts”

146
PromptSource: An Integrated Development Environment and Repository for Natural Language Prompts (Bach et al., ACL 2022)

https://github.com/bigscience-workshop/promptsource

https://youtu.be/gIthK9J52IM?feature=shared



Prompt Source

147
PromptSource: An Integrated Development Environment and Repository for Natural Language Prompts (Bach et al., ACL 2022)

Five stages of creating prompts: 

S1: Dataset Exploration

SNLI dataset example: 
Assume a given premise sentence is 
true, the goal is to determine whether a 
hypothesis sentence is:
● true (entailment), 
● false (contradiction), 
● or undetermined (neutral)



Prompt Source

148
PromptSource: An Integrated Development Environment and Repository for Natural Language Prompts (Bach et al., ACL 2022)

S2: Prompt Writing 
S3: Prompt Documentation
S4: Iteration and Variation

Five stages of creating prompts: 



Prompt Source
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PromptSource: An Integrated Development Environment and Repository for Natural Language Prompts (Bach et al., ACL 2022)

S5: Global Review

Five stages of creating prompts: 



Prompt Source

150
PromptSource: An Integrated Development Environment and Repository for Natural Language Prompts (Bach et al., ACL 2022)

Prompt 
Template 
Creation



LLMeBench

151

http://llmebench.qcri.org/

Make it super-simple and quick to start 
experimenting with LLMs, 

and easily transfer that effort to large scale 
evaluation

LLMeBench: A Flexible Framework for Accelerating LLMs Benchmarking, (Dalvi et al. EACL, 2024)



LLMeBench: Usecases

Exploration

Try a model with 

different prompts 

over the same 

dataset

Model 

comparison

Run the same prompt 

with multiple models 

Benchmarking 

suite

Create a suite of tasks 

and datasets and 

track a model's 

progress across all

Many more...

Framework is flexible 

and extensible for 

new tasks, datasets, 

and models
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Why LLMeBench? 
Current LLM usage and 

benchmarking process

153

1. Read the data

2. Figure out how to access an LLM (e.g. GPT4)

3. Understand and write code to read the response

4. Explore with different prompts

5. Write some sort of loop over the data and prompts to see model responses on all 

samples

a. Realize the request fails for many reasons ⇒ Write some code to retry failed 

requests

b. Realize every time you run your code, you get different results ⇒ Modify code to 

set all appropriate model parameters for reproducible results

c. Have an idea for a new prompt, figure out changing existing code to only run for 

new prompt while keeping results from older prompts

6. Process results

7. Rinse and Repeat for a new problem/dataset/task



Why LLMeBench? 
Add a layer of abstraction so that you 

as a user can focus solely on getting 

the best performance out of the LLM

154

1. Find your task, dataset and model in 

LLMeBench 

⇒ Task/Data/Model not found?

a. Edit existing task/data/model script for 

your needs

2. Run experiment!



LLMeBench

155

benchmarking asset

155



LLMeBench
Once an asset is written, LLMeBench takes care of everything else!

python -m llmebench assets/ results/

{
  "num_processed": 872,
  "num_failed": 0,
  "evaluation_scores": {
    "Macro F1": 0.8586052694703862,
    "Micro F1": 0.8612385321100917,
    "Acc": 0.8612385321100917,
    "Weighted Precision": 0.8821528346701518,
    "Weighted Recall": 0.8612385321100917,
    "Weighted F1": 0.8589593215900104
  }
}

156



LLMeBench Features
● ~300 assets across 12 languages

● Extensive support for reading datasets

○ HuggingFace datasets + generic data loaders (csv, tsv, json)

○ Over 50 dataset-specific loaders

○ Automatic downloading of data (when allowed)

● Supports popular task types (Classification, regression etc.)

● Supports popular model providers (OpenAI, FastChat, Petals, HuggingFace 

Inference API)

● Extensive caching

● Extensible and Plug-and-play!

○ Easily add new datasets, tasks, evaluation metrics and model providers

157



LLMeBench: Technical Overview

158



Large Scale Experimentation Across:

159



LLMeBench

160

https://rb.gy/6m6h2b

A Complete Video Tutorial
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Language Model Evaluation Harness

A framework for few-shot language model evaluation (Gao et al., 2023)

https://github.com/EleutherAI/lm-evaluation-harness

A framework to evaluate LLMs on a large number of tasks and datasets

161
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Language Model Evaluation Harness
Pros

● Does not require explicit prompting

● Evaluation is based on log-likelihood

● Good for fast evaluation of LLMs

A framework for few-shot language model evaluation, (Gao et al., 2023)

https://github.com/EleutherAI/lm-evaluation-harness

Cons

● Evaluation is not based on token(s) to represent candidate answer

● Lack of chat-templates 

162
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Open ICL

OpenICL: An Open-Source Framework for In-context Learning, (Wu et al. ACL, 2023)

● Random

● Heuristic method (BM25, TopK, VoteK)

● Model based approach

● Tokens in candidate answer

● Perplexity

An easy-to-use and extensible in-context-learning (ICL) framework for 

zero-/few-shot evaluation of LLMs

https://github.com/Shark-NLP/OpenICL
163



● Supports many state-of-the-art retrieval methods

● A unified and flexible interface for the development and evaluation of 

new ICL methods

● Implements data parallelism to improve the performance of both the 

retrieval and inference steps

● Model parallelism that users can easily parallelize their models with 

minimal modification to the code.

164

Open ICL
Features

OpenICL: An Open-Source Framework for In-context Learning, (Wu et al. ACL, 2023)

https://github.com/Shark-NLP/OpenICL
164
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Prompt Bench

PromptBench: A Unified Library for Evaluation of Large Language Models, (Zhu et al, 2023)

https://github.com/microsoft/promptbench

A Unified Library for Evaluating and Understanding LLMs.

A comprehensive benchmark designed for assessing the robustness of 

LLMs to adversarial prompts

165

https://github.com/microsoft/promptbench


● Quick model performance assessment

● Prompt Engineering

● Evaluating adversarial prompts

● Dynamic evaluation to mitigate potential test data contamination

166

Prompt Bench
Features

PromptBench: A Unified Library for Evaluation of Large Language Models, (Zhu et al, 2023)

https://github.com/microsoft/promptbench
166

https://github.com/microsoft/promptbench
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LLM-as-a-Judge

Judging LLM-as-a-Judge with MT-Bench and Chatbot Arena, (Zheng et al, 2023) 167

MT-bench is a challenging multi-turn question set designed to evaluate 

the conversational and instruction-following ability of models

● 80 high-quality, multi-turn questions
● automated evaluation pipeline based on GPT-4

prompt for single answer grading
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Related Aspects

170

● Cultural Bias

● Misinformation Generation/Detection

● Hellucination

● Jailbreaking/Red Teaming

● Computational Resources: Carbon Footprint

Disclaimer: Examples in this section  can be offensive to 
some readers and are presented for illustrative purposes.



Cultural Bias

171

Important Questions:

● Do LLMs learn cultural values?

● Does the training data we use represent our culture well? 

Culture fundamentally shapes people's reasoning, behavior, and 

communication, which is widely supported by research in different discipline



Cultural Bias

172

- How LLMs behave with entities that 

exhibit cultural variation (e.g., people 

names, food dishes, etc.)?

- Test 628 naturally-occurring prompts 

+ 20,368 entities spanning 8 types 

contrasting Arab and Western 

cultures.

Having Beer after Prayer? Measuring Cultural Bias in Large 
Language Models, (Naous et al., 2024)

Example from GPT-4  and JAIS-Chat  when asked to complete 
culturally-invoking prompts that are written in Arabic. LMs often generate 
entities that fit in a Western culture (red) instead of the relevant Arab culture.
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- Extracted entities from Wikipedia, and CommonCrawl corpus

- Extracted naturally occurring prompts by querying Twitter/X

Having Beer after Prayer? Measuring Cultural Bias in Large Language Models, (Naous et al., 2024)



Stories about Arab 

characters more often cover 

a theme of poverty with 

adjectives such as “poor” 

persistently used.

Cultural Bias
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Having Beer after Prayer? Measuring Cultural Bias in Large Language Models, (Naous et al., 2024)
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- Use role-based prompting to prompt LLM to simulate 606 real survey responders 

(half from Egypt and half from USA) for the world values survey (WVS-7).

- Measure similarity between each LLM persona answers and corresponding 

human survey answers. 

Investigating Cultural Alignment of Large Language Models, (AlKhamissi et al., arXiv, 2024)

The alignment with the 
United States populations is 
much higher reflecting the 
euro-centric bias in current 
LLMs.
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Investigating Cultural Alignment of Large Language Models, (AlKhamissi et al., arXiv, 2024)

The models (across two countries and two languages, and averaged 
across the four LLMs) better reflect the viewpoints of specific 
demographics over others, with marginalized populations exhibiting 
lower alignment.
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Combating Misinformation in the Age of LLMs: Opportunities and Challenges, (Chen and Shu, arXiv 2023)

Intentional generation: malicious users can knowingly prompt LLMs to generate 
various kinds of misinformation including fake news, rumors, conspiracy theories, 
clickbait, misleading claims, or propaganda.
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Can LLM-Generated Misinformation Be Detected? (Chen and Shu, arXiv 2024)

Misinformation generated by LLMs (e.g., 
ChatGPT) can be semantically similar  to 
human-written misinformation

Latent space visualization of human-written and 
ChatGPT-generated misinformation
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Can LLM-Generated Misinformation Be Detected? (Chen and Shu, arXiv 2024)

- It is generally hard for LLMs to detect LLM-generated misinformation.
- GPT-4 can outperform humans on detecting LLM-generated misinformation

Performance of Humans and LLMs in detecting LLM 
generated misinformation
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Hallucination in the context of LLMs refers to a situation where the model 
unintentionally generates factually incorrect or misleading content.

A Survey of Hallucination in “Large” Foundation Models, (Rawte et al., 2023);  

HaluEval: A Large-Scale Hallucination Evaluation Benchmark for Large Language Models, (Li et al., 2023)

Hallucination examples in LVLMs (Liu et al., 2024). 

(Li et al., 2023)

Cannot be verified by existing source
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Detection Methods
● Polling-based Object Probing Evaluation (POPE)

Segmentation 
tool

Evaluating Object Hallucination in Large Vision-Language Models, (Li et al., 2023)
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A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions, (Huang et al., 2023)

Detection Methods
● Retrieve and Match with External Facts 



Hallucination
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A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions, (Huang et al., 2023)

Detection Methods

● Uncertainty Estimation



Hallucination
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Comparing Hallucination Detection Metrics for Multilingual Generation, (Kang et al., arXiv 2024)

Detection Methods

● Similarity-based measures

Evaluate hallucination by computing similarity 
between a target generation and either a 
reference text or other generations. Use metrics 
like: 

- Lexical metrics like ROUGE and Named 
Entity Overlap

- Natural Language Inference (NLI)-based 
metrics

Evaluate the multilingual context (19 languages) 

of biography generation task using BLOOMZ.



Hallucination

● Data-related Hallucinations

○ Misinformation and Biases

○ Knowledge Boundary

■ Knowledge editing: Editing model parameters

■ Retrieval-Augmented Generation (RAG)

○ Knowledge Shortcut

○ Knowledge Recall Failures

■ Chain-of-Thought prompting

● Training-related Hallucination

● Inference-related Hallucination

185
Detecting and Preventing Hallucinations in Large Vision Language Models, (Gunjal et al., 2024)

Mitigation 

A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions, (Huang et al., 2023)



Maybe Not!

● Creative Writing

● Entertainment and Gaming

● Problem-Solving and Ideation

Is Hallucination Always Bad?
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Yes!
● Mission-critical areas such as medicine, banking, finance, and law. 
● Generated content are factually inaccurate or offend individual, societal, 

or particular cultural norms
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Circumventing LLM safety mechanisms to generate harmful responses 

and is usually carried out by the users.
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Low-Resource Languages Jailbreak GPT-4, (Yong et al. 2023)

Cross-lingual vulnerability experiments across 12 languages of different resource 

settings:

● Translation-based jailbreaking attack

● AdvBench benchmark (Zou et al. 2023)



● Combining different 

low-resource languages 

increases the jailbreaking 

success rate to ~79%

● High- or mid-resource languages 

are much better safeguarded 

Jailbreaking
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Low-Resource Languages Jailbreak GPT-4, (Yong et al. 2023)

Percentage of the unsafe inputs bypassing GPT-4’s content safety guardrail 
LRL - low-resource languages, MRL - mid-resource languages

HRL - high-resource languages

: 



Jailbreaking
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Low-Resource Languages Jailbreak GPT-4, (Yong et al. 2023)

Translating the unsafe 

prompts into low- 

resource languages 

bypasses the safeguards 

with a much higher 

success rate across all 

topics.
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Estimating the Carbon Footprint of BLOOM, a 176B Parameter Language Model, (Luccioni et al. 2023)

BLOOM 176B parameter model

Trained on 1.6 terabytes of data in 46 natural languages and 13 programming 

languages.

Key statistics about BLOOM model training
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Estimating the Carbon Footprint of BLOOM, a 176B Parameter Language Model, (Luccioni et al. 2023)

BLOOM 176B parameter model

Deployment and Inference: deployed to 16 Nvidia A100 40GB GPUs for 18 days.

With no incoming requests 
there is still ∼0.28kWh of 
energy consumed.
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